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Abstract Microsecond gating of ion channels can be

evaluated by fitting beta distributions to amplitude histo-

grams of measured time series. The shape of these histo-

grams is determined not only by the rate constants of the

gating process (in relation to the filter frequency) but also by

baseline noise and shot noise, resulting from the stochastic

nature of ion flow. Under normal temporal resolution, the

small shot noise can be ignored. This simplification may no

longer be legitimate when rate constants reach the range

above 1 ls-1. Here, the influence of shot noise is studied by

means of simulated time series for several values of single-

channel current of the fully open state and baseline noise.

Under realistic optimal conditions (16 pA current, 1 pA

noise, 50 kHz bandwidth), ignoring the shot noise leads to

an underestimation of the rate constants above 1 ls-1 by a

factor of about 2.5. However, in that range, the scatter of the

evaluated rate constants is at least of the same magnitude,

obscuring the systematic error. The incorporation of

shot noise into the analysis will become more important

when amplifiers with significantly reduced noise become

available.
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Introduction

Ion channels are not permanently open. The process of

gating (transitions between conducting and nonconducting

conformations of the channel protein) has been the focus of

intense research for a long time. Slow gating with time

constants in the range of seconds to milliseconds leads to

jumps between fixed current levels and can directly be

observed in the time series of single-channel patch-clamp

experiments. Its evaluation has promoted understanding of

the physiological role of channels in medicine (Lehmann-

Horn and Jurkat-Rott 1999; Ashcroft 2006) and biology

(Blatt 2004; Hedrich and Marten 2006).

To our knowledge, the physiological role of very fast

gating in the microsecond range is unknown. Nevertheless,

now the analysis of gating beyond 1 ls-1 may get new

stimuli from the application of molecular dynamics (MD)

simulations to ion channels (Compoint et al. 2004;

Bernèche and Roux 2005; Miloshevsky and Jordan 2008).

There is an increasing demand to test those predictions by

physiological measurements. These experiments should

yield more than just global parameters like conductivity

and selectivity. For instance, evaluating the voltage

dependence of the rate constants (1–10 ls-1) of fast

flickering in MaxiK channels on voltage and on K? con-

centration led to a model of ion depletion–induced insta-

bility of the selectivity filter (Schroeder and Hansen 2007).

This could be related to MD simulations indicating that

ion depletion causes a transient channel closure due to

reorientation of a carbonyl group in the selectivity fil-

ter (Bernèche and Roux 2005; Miloshevsky and Jordan

2008).

It is expected that in the near future MD simulations,

which have now proceeded to some 10 ns using conven-

tional computer power (Tayefeh et al. 2007; Jeon and Voth
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2008), may capture the temporal range above 1 ls when

the full state-of-the-art computer power is utilized. For

smaller proteins with 30,000 atoms, like Fip35, the range of

10 ls has already been reached (Freddolino et al. 2008),

thus giving rise to the hope that the temporal ranges of MD

simulations and of physiological gating analysis will more

and more overlap. Furthermore, monitoring protein

dynamics by fluorescence is of increasing importance

(Blunck et al. 2004). It can utilize many of the tools applied

for patch-clamp gating analysis, and thus, the consider-

ations below may apply if less than 100 photons reach the

detector per lifetime of a conformational state.

Fast gating in the microsecond range can be evaluated

only by indirect methods like evaluation of the open-

channel noise (Sigworth 1985), based on the feature that

the noise found in the conducting state is often stronger

than that in the nonconducting state. In records obtained

with 10-kHz or 20-kHz filters, rate constants up to 107 s-1,

i.e., far beyond the filter frequency, have been found

(Heinemann and Sigworth 1988, 1990, 1991; White and

Ridout 1998; Weise and Gradmann 2000; Schroeder and

Hansen 2007, 2008).

Open-channel noise consists of several different com-

ponents, as listed by Sigworth (1985): (1) baseline noise of

the experimental set-up, mainly resulting from the quality

of the seal and the noise of the electronic amplifier, the

effect on the measured current being determined by the

capacity of the pipette and the pipette holder (Levis and

Rae 1992; Benndorf 1995; Farokhi et al. 2000; Huth et al.

2008); (2) gating noise (Schroeder and Hansen 2006, 2007,

2008), resulting from fast open–close transitions of the

channel, which are smoothed out, but not completely

eliminated, by the inevitable low-pass filter of the record-

ing set-up; (3) shot noise, resulting from the discrete nature

of electric charge (Schottky 1918).

Once upon a time, i.e., in pre-patch-clamp days (Neher

and Sakmann 1976), shot noise played an important role.

Analysis of the shot noise of whole-cell recordings with

impaled microelectrodes was the only tool for the deter-

mination of single-channel current from living cells

(reviewed by Neher and Stevens 1977) or from measure-

ments with bilayers (Kolb et al. 1975). Furthermore, it

enabled determination of the kinetics of agent-induced

channel opening (Katz and Miledi 1970). Other examples

of its application in electrophysiology are the effect of the

distribution of transporter numbers in liposomes of dif-

ferent size and determination of the apparent rate constants

of measured fluxes (Walden et al. 2007). However, this

kind of shot noise arose not from stochastic fluctuations

related to the transitions of individual ions during an open

event but from fluctuations in the number of active

channels.

Shot noise caused by the fluctuations in the number of

ions passing an open channel (according to the theory of

Schottky 1918) was not the focus of analysis because it was

hidden by the other two kinds of noise. Only in artificial

systems, such as gramicidin A in bilayers, were baseline

noise and gating noise so small under certain conditions that

shot noise of the open channel became apparent (Heine-

mann and Sigworth 1988, 1990). Applying the theory of

Frehland (1978), this kind of shot noise was included in the

analysis. However, there was no explicit study of the

influence of shot noise on the determination of the rate

constants of the gating process. Such an investigation is

presented here because with increasing gating frequencies it

becomes questionable whether the exclusion of shot noise is

still legitimate for patch-clamp recordings from biological

membranes. According to Schottky (1918), the variance of

the measured shot noise signal increases with the inverse of

the observation time. This is illustrated by the following

example. Assume an open-channel current of 16 pA and an

open time of 100 ns; then, only 10 ions on average can pass

the channel per opening. The Poisson distribution, first

applied to the numbers of officers in the Prussian army

killed per year by their horses (Bortkewitsch 1898), predicts

that the scatter of the number of events equals the square

root of the average number of events. This implies for the

example that the number of ions passing the channel during

an open time of 100 ns is 10 ± 3.

This example illustrates the problem, but it may be

misleading. The scatter in ion numbers per open event is

not directly relevant for the analysis of fast gating because

the low-pass filter of the set-up integrates over the fluctu-

ations from many individual open events. This integrating

function of the filter leads to the effect that the shot noise–

borne component at the output of the filter is independent

of the absolute dwell time of the open events. Thus, in a

real experiment it is not the open time of the channel which

determines the observation time mentioned in the previous

paragraph but the duration of the integrating progress

(inverse corner frequency) of the filter. This corresponds to

the assumption of Heinemann and Sigworth (1988, 1990)

that at constant filter frequency shot noise depends only on

single-channel current (Schottky 1918) and not on the

gating process.

Nevertheless, the lifetimes of the open events do play an

important role, due to another effect: The ‘‘noise’’ resulting

from fast gating decreases with increasing gating fre-

quency. Thus, the ratio gating noise/shot noise decreases

with decreasing duration of the open events. This, indeed,

corrupts the determination of fast gating rate constants as

the analysis can no longer distinguish between signals

arising from shot noise or from gating noise. In the case of

very fast gating, the criterion mentioned by Sigworth
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(1985) also does not work, namely, that shot noise results

in gaussian amplitude distributions whereas the histograms

related to gating are skewed (FitzHugh 1983). This is true

for gating not too far above the corner frequency of the

filter. However, according to the central limit theorem

(Feller 1968), the amplitude histograms of gating noise

become gaussian for very fast gating (Schroeder and

Hansen 2006, 2007). Furthermore, the magnitude of shot

noise cannot be estimated from channel-free sections of the

time series as it can in case of baseline noise. However, it

could be calculated from a theoretical equation (Schottky

1918; Sigworth et al. 1987), as described below.

A very sophisticated approach to separate these different

kinds of noise has been used for gramicidin A channels

using the spectral densities of noise (Heinemann and

Sigworth 1990) or higher cumulants of amplitude histo-

grams (Heinemann and Sigworth 1991). These analyses

were based on an analytical approach using some useful

approximations of the underlying mathematical relation-

ships. In contrast, we base our analysis on amplitude his-

tograms (beta distributions) generated from simulated time

series. The usage of surrogate time series with several mil-

lions of data points has become possible by the progress in

available computer power. The benefits are incorporation of

the exact filter response and the options of using multistate

Markov models of gating and scaling the shot noise. Scaling

may become necessary since the variance of the shot noise

as calculated from the net current can be decreased by the

occurrence of single-file diffusion and/or of cascaded pro-

cesses (Heinemann and Sigworth 1990; Piccinini et al.

2007) or increased by high unidirectional fluxes (Piccinini

et al. 2007). The most important benefit, however, is that

Markov models with more than two states can be used if

necessary. For instance, spectral analysis of noise provides

just one number, i.e., the zero-frequency limit of the spectral

density (Heinemann and Sigworth 1988). Analysis of

amplitude histograms by means of cumulants (Heinemann

and Sigworth 1991) yields two numbers, i.e., mean duration

of pulses and mean frequency of the occurrence of ion

transitions. In contrast, recent investigations of the ampli-

tude histograms obtained from MaxiK channels revealed

three fast gating processes with rate constants higher than

the corner frequency of the 20-kHz filter, very short and

short closures interrupting the main open state and short

openings interrupting the main closed state (i.e., six

parameters for fast gating and two for slow gating) (Sch-

roeder and Hansen, unpublished data).

Here, we report on results from these simulations that

reveal up to which order of magnitude rate constants can be

evaluated in the presence of a given baseline noise and in

which range the analysis of gating may suffer from the

interference of shot noise.

Materials and Methods

Definitions

Open-channel noise is the noise measured during the open

state of a channel. It consists of three components: baseline

noise, gating noise and shot noise.

Baseline noise (rB) includes all sources of noise which

contribute to the noise in channel-free patch recordings.

Often, the noise measured in the closed state is used as

baseline noise, but is has to be mentioned that also the

apparent closed state, e.g., in MaxiK channels, can include

undetected fast gating in the form of very short open events

(I. Schroeder and U.-P. Hansen, unpublished data).

Shot noise is the noise which results from the discrete

nature of electric current, as given by the fact that the

electric charge of an ion is an integer multiple of 1.6�10-19

As. The ratio between the variance r of the shot noise and

the mean value of the current i0 is given by the Fano factor

(Fano 1947):

F ¼ r2 nð Þ
n0

¼ r2 ið Þ
ei0

ð1Þ

with n being the number of ions and n0 the expected

value.

Most well-known is the case F = 1; i.e., the shot noise

is determined by the Poisson distribution of the numbers of

ions passing the channel during a fixed time interval

(Schottky 1918). This holds if the movement of ions is

statistically independent (no single-file diffusion, no jumps

across multiple energy barriers) (Heinemann and Sigworth

1990; Piccinini et al. 2007) and if the net current i0 is equal

to the unidirectional current (Piccinini et al. 2007).

i0 (equal to Itrue in Hansen et al. 2003) is the current

flowing through the channel during an open event of such a

length (often hypothetical) that the statistical limit is

reached, thus excluding the interference from shot noise

and filter effects. Below, i0 is related to the expected

number of ions passing during an individual open event.

Iapp is the apparent current measured at the output of the

low-pass filter. It is equal to or less than Itrue (i0) due to

averaging over open and closed times. This is defined in

more detail by Hansen et al. (2003).

Gating noise results from fast gating. If the rate con-

stants of gating are larger than the corner frequency of the

inevitable low-pass filter of the set-up, then the open and

closed transitions no longer reach the full nominal levels

but lead to a signal scattering around Iapp. The amplitude

histograms related to fast gating are described by beta

distributions (FitzHugh 1983; Yellen 1984). Beta distri-

butions are skewed at rate constants not too far above the

corner frequency of the filter and become more and more
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gaussian (Schroeder and Hansen 2006) with increasing rate

constants due to the central limit theorem (Feller 1968).

Data Simulation

There is no simple analytical algorithm for the calculation

of beta distributions for a given Markov model if the order

of the filter is greater than 1 (Riessner 1998). Thus, time

series and the corresponding amplitude histograms were

simulated by the program simulat_p (available at www.

zbm.uni-kiel.de), which employed the KISS generator

(Marsaglia 2003) for the creation of uniformly distributed

random numbers.

The simulation algorithm is similar to that of Gillespie

(1977). It is described by Schroeder and Hansen (2006).

Briefly, the generation and filtering (by a digital four-pole

Bessel filter with a corner frequency of 50 kHz) of the time

series were done in continuous time. This allowed dwell

times much shorter than the sampling interval (5 ls

throughout this article). Simulations started from a given

Markov model with a given set of rate constants kij. A pair

of random numbers was generated for each transition in the

Markov model: The first one selected the sink state of the

next transition as weighted by the related rate constants.

The second one determined the time of the next jump

calculated from the inverted dwell-time histogram.

New in this latest version of the program was a third

random number that was generated for each open event in

order to account for the shot noise. There may be three dif-

ferent approaches. (1) The variance of the shot noise depends

on the time constant of the low-pass filter and on the average

current (see also discussion of Fig. 2c, below). The resulting

gaussian distribution could be convoluted with the open-

point distribution obtained from the time series simulated by

the routine described above. (2) The stochastic sequence of

ions through the channel can be presented by delta peaks

(Frehland 1978; Heinemann and Sigworth 1988). (3) For

open times shorter than the time constant of the filter, it is

sufficient to use square-wave pulses with the length of the

related open-event. This square wave has to contain the same

charge as the series of delta pulses per open event (see

Fig. 1a). The statistics are implemented by variable heights

of the pulses. The square-wave approach shortens computing

time by a factor that is roughly equal to the average number

of ions passing per average open event. This approach was

implemented as follows. From the actual dwell time in the

open state T and from the nominal average true single-

channel current i0, the expected number of ions nT passing

the channel during this event was calculated as follows:

nT ¼ i0T=e ð2Þ

with e being the elementary charge. However, nT is

different from n, the number of ions actually passing the

channel during the opening of length T. Using the random

number r 2 0; 1½ �, n was calculated from the Poisson

distribution by means of the inverse transform method

(Devroye 1986). Starting with p1 ¼ 1=exp nTð Þ for j = 1,

the Poisson probability distribution

pj ¼
n j

T

j!
e�nT ð3Þ

was calculated for increasing values of j, until the

cumulative probability function Pn exceeded the random

number r:

Pn ¼
Xn

j¼1

pj [ r ð4Þ

From the resulting n, the individual current value i for this

open event is calculated via an inversion of Eq. 2 (after

replacing nT by n and i0 by i). The resulting time series is

then subject to filtering, prefiltered noise is added and the

result is sampled at 200 kHz.

Fig. 1 The influence of shot noise (F = 1, Eq. 1) in a hypothetical

situation. A time series was simulated with negligible smoothing by

the 50-kHz four-pole Bessel filter. With kOC = 103 s-1 (kCO =

5�103 s-1), i0 had to be 4.8 fA in order to fulfill the condition that on

average 30 ions pass the channel during an open event (Eq. 2). a
Variability of charge transported per individual open event schemat-

ically presented as averaged current i times dwell time in the open

state (Eq. 2). Dashed lines denote the baseline (lower) and i0 (upper).

b Amplitude histogram created from the time series simulated with

(a, gray) and without (not shown in a, black) shot noise. Sampling

frequency was 200 kHz
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Schroeder and Hansen (2006) have shown that in many

cases the evaluation of fast gating in a multistate Markov

model can be separated from the evaluation of slow gating

by using the open-point histogram (distribution per level)

(Schroeder et al. 2004). For instance, in MaxiK channels,

three gating processes were found with rate constants

higher than the low-pass filter of the recording set-up

(20 kHz). In most cases, the fastest transition process could

be evaluated by means of a two-state model without much

interference from the other two processes (I. Schroeder and

U. P. Hansen, unpublished data). Because of these findings

and because only basic principles are to be investigated

here, time series were simulated from two-state Markov

models:

C �
kCO

kOC

O ð5Þ

kCO was set to 5�kOC in all simulations with different

absolute rate constants, different average true single-

channel currents i0 and different baseline noise rB. This

caused a realistic reduction of the apparent open-channel

current Iapp to 80% of the true single-channel current

Itrue = i0 (Schroeder and Hansen 2006, 2007).

Results

Figure 1a shows a time series which has been simulated on

the basis of the C-O model in Eq. 5 without any baseline

noise and without significant influence of the filter. This

holds at very low gating frequencies, far below the corner

frequency of the anti-aliasing filter. The open-channel

current i0 flowing during the open event of time T is a

hypothetical average value calculated from the transported

charge ne0 by means of Eq. 2. Interestingly, there are many

pulses with amplitudes far above the nominal single-

channel current i0.

The situation depicted in Fig. 1a is a schematic pre-

sentation of the parcels of charge flowing during an actual

opening event. The square waves in Fig. 1a cannot be

observed in real experiments. Besides the problem of

having a noise-free amplifier, a very sophisticated record-

ing apparatus is required (an integrator which is activated

exactly for the time T of the actual open event). Presenting

the averaged current i0 instead of single delta pulses is done

for two purposes. First, the ion flow per open event occurs

as a series of stochastically spaced delta peaks. Such a

picture hardly gives any estimation of the shot noise–

induced variation of the parcels of charge provided per

open event. Second, in real records, the filter integrates

over the whole response time of the filter. Thus, it does not

matter whether the charge is delivered by single delta

pulses or as a parcel containing the total charge of these

delta pulses. This becomes obvious in more detail in

Fig. 2c.

In Fig. 1b, the amplitude histogram resulting from the

time series in Fig. 1a (gray) is compared with that

Fig. 2 Amplitude histograms obtained from time series simulated

from a C-O model (Eq. 5) in the absence of baseline noise with the

rate constants kOC = x ls-1, with x given in the figures, and

kCO = 5�kOC. iS is the simulated current as ‘‘recorded’’ at the

sampling times, and nS is calculated from iS by means of Eq. 2. Gray
solid curves were obtained with shot noise (F = 1, Eq. 1) being

included in the simulations, whereas it was excluded for the dashed
black curves. Horizontal bars labeled with kOC (in ls-1) connect

histograms obtained under the same conditions with and without

accounting for shot noise. a The common parameter of all curves is

n0 = 10 (Eq. 2). b The nominal open-channel current is constant

(i0 = 16 pA). The sampling frequency was 200 kHz, and the corner

frequency of the four-pole Bessel filter was 50 kHz. c Plotting

normalized (to i0) w2 (w = FWHM = width at 50% of maximum

value of the histograms, Eq. 7) vs. kOC shows that shot noise

(difference between the solid and dashed curves) is independent of

kOC
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generated without shot noise (but under otherwise the same

conditions, black). Because of the absence of baseline

noise and of a significant effect of the filter, the histogram

of a shot noise–free process consists of two narrow peaks at

the nominal open and closed levels. The points between the

peaks result from noninfinitely fast transitions between the

open and closed levels, indicating a residual effect of

the filter with a very high corner frequency.

If shot noise (Fig. 1a) is included, the open-point his-

togram becomes broader but not the closed-point histogram

(the square root of zero is zero, Eq. 1). In contrast to the

effects of fast gating (dashed lines in Fig. 2) (Schroeder

and Hansen 2006), shot noise generates pulses also with

amplitudes higher than the nominal value (Fig. 1a) and,

thus, causes the long slope at single-channel currents

higher than i0. Furthermore, the open-point distribution

takes a symmetric shape.

The situation in Fig. 1 is not only unrealistic due to the

absence of baseline noise. Even more serious is the small

magnitude of single-channel current used in the simulation.

Elimination of the influence of the filter requires rate con-

stants in the range of milliseconds and consequently very

low single-channel currents in the range of femtoampere

according to Eq. 2 (i.e., a factor of 103–104 below the

currents in MaxiK channels considered below). Such small

currents cannot be measured with current patch-clamp set-

ups. The noise resulting from fast gating and/or from the

recording apparatus is much higher than the shot noise

related to the Poisson distribution. Thus, there is no chance

that the shot noise becomes apparent from a visual

inspection of time series such as the hypothetical one in

Fig. 1a. Because of this, the analysis has to be based on

processed data as provided by spectral densities (Heine-

mann and Sigworth 1988) or amplitude histograms (He-

inemann and Sigworth 1991; and investigations here).

Figure 2 shows amplitude histograms of fast gating time

series simulated with and without shot noise (Eq. 1). These

simulations were still done without electronic baseline

noise in order to study the interplay between the effects of

fast gating and of shot noise. The influence of fast gating

on the amplitude histograms (as shown by the black dashed

lines in Fig. 2a, b) has been described recently (Schroeder

and Hansen 2006). One important feature is the shift of the

peak of the histogram from i0 at 16 pA to Iapp at the highest

gating frequency (Fig. 2b). If the gating frequency is high

enough, Iapp is at 13.3 pA according to the equation

Iapp ¼
kCO

kCO þ kOC
i0 ð6Þ

Here, we concentrate on the influence of shot noise. In the

simulations, mean open times ranged between 33 ns and

1 ms, but in Fig. 2 only the interesting range between

100 ns and 2 ls is presented, by four curves each.

At lower gating frequencies, the histograms without shot

noise become more and more skewed, with a soft slope

toward the closed level. At the open level, there is a rapid

drop because the current cannot exceed the nominal value

i0 (kOC = 0.5 and 1 ls-1). With shot noise, the histograms

take a more symmetric shape because current values above

i0 become frequent (Fig. 1).

In Fig. 2a, the constant parameter is n0 = 10, i.e., the

average number of ions per average open time s0 = 1/kOC.

Under this condition, mean open time sO and average

single-channel current i0 are related by Eq. 2. Thus, the

values of i0 = 0.8, 1.6, 4.8 and 16 pA correspond to

kOC = 0.5, 1, 3 and 10 ls-1, respectively. Histograms with

(gray solid lines) and without (black dashed lines) shot

noise, which have been obtained with the same gating rate

constant kOC, are linked by two horizontal bars. According

to the central limit theorem (Feller 1968), the distributions

approach a gaussian shape if gating becomes much faster

than the corner frequency of the filter. This is found for the

curves for 3 and 10 ls-1. Then, the effect of shot noise can

be adequately described by mere broadening of the

histograms.

In Fig. 2b, the constant parameter is the nominal single-

channel current i0. (The pair of curves for kOC = 10 ls-1

is the same as in Fig. 2a.) However, now, the differences

between the histograms with and without shot noise

decrease with decreasing gating rate constants. In order to

fulfill Eq. 2, n0, the average number of ions passing per

open event, increases with the mean open time s0 = 1/kOC.

In Fig. 2c, the square of the full width at half maximum

(FWHM) of the histograms is plotted vs. the rate constant

kOC (FWHM = 2.354 r in the case of gaussian distribu-

tions). FWHM is also called w here in order to have a short

term in the graphs and in the equations below. The con-

ditions are those of Fig. 2b, i.e., i0 = 16 pA = constant,

bandwidth = 50 kHz, no baseline noise. Plotting the

square of the width leads to parallel curves for histograms

including only w2
gating (black, dashed) and for those with

additional shot noise w2
sum (gray, solid), leading to the

conclusion

w2
sum ¼ w2

gating þ w2
shot with w2

shot ¼ constant ð7Þ

The independence of w2
shot of the absolute value of kOC (but

not of the ratio kOC/kCO) seems to be a contradiction to

Figs. 1a and 2b. In Fig. 2b, the difference between the

histograms with and without shot noise decreases with

decreasing kOC. This apparent contradiction is resolved

considering that w2 is plotted in Fig. 2c for kOC being

higher than the filter frequency of 50 kHz. The indepen-

dence arises from the mathematics of the Poisson distri-

bution (Eq. 1 with F = 1): Assume that the filter averages

over M data points with nonzero current and that there are

m sections (open events) with M/m data points. The
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variance of the noise is r2(M/m) = mF/M per section

(Eq. 1). Averaging by the filter over those m sections

results in r2(M) = (mF/M)/m = F/M (Eq. 1). Thus, the

shot noise is determined only by the number of current-

carrying data points in the integration interval of the filter

and not by the absolute values of the rate constants of

gating (which determine m).

Consequently, the value of filtered shot noise is gating-

independent (if the ratio kCO/kOC is kept constant) as it also

holds for the baseline noise. Instead of modeling the

transported charge per individual open event as done in the

simulation routine described above (Fig. 1a), the amplitude

histogram with shot noise could also have been calculated

by convolution. This (in contrast to baseline noise) has to

be done only for the apparent open peak of the histogram.

However, convolution is also very time-consuming; thus, it

was found to be simpler to use the simulation program as

described above. Nevertheless, Fig. 2c shows that the

simulation program has worked properly.

The gating independence of the shot noise signal at the

output of the low-pass filter provides the following expla-

nation of the results in Fig. 2a, b. In Fig. 2b, the difference

of the histograms with and without shot noise becomes

smaller with decreasing rate constants. This corresponds to

the fact that the width w is the root of the squares in Eq. 7;

thus, w becomes insensitive to the constant w2
shot with

increasing w2
gating: In Fig. 2a, the nominal current i0

decreases with the inverse of the rate constants T in order to

fulfill Eq. 2 for constant n = 10. Consequently, wshot is no

longer constant and leads to higher shot noise with

decreasing rate constants (Eq. 1).

For the experimenter considering whether shot noise has

to be accounted for in the gating analysis, the situation in

Fig. 2b is relevant: An apparent single-channel current Iapp

is measured. The missing component in Fig. 2 is the

baseline noise. Including the baseline noise, time series of

sufficient length (up to 108 sampling intervals of 5 ls) were

generated from the two-state Markov model of Eq. 5 with

and without shot noise. Simulations included average

currents i0 of 4.8, 16 and 48 pA and noise (rB) of 1, 0.3 or

0.1 pA. This provides a survey of likely and desirable

experimental conditions. kCO again was 5�kOC, resulting in

an apparent single-channel current Iapp = 5/6�i0 for high

gating frequencies. The selected values of kOC ranged

between 1 ms-1 and 30 ls-1.

From the simulated time series, amplitude histograms

like those in Fig. 2a,b were generated. Four of them are

displayed in Fig. 3. The solid lines give the amplitude

histograms with shot noise; the dashed lines give those

without shot noise. It is obvious that the amplitude histo-

grams with shot noise are slightly broader than those

without. The two histograms in the middle, ‘‘4 ls-1

without shot noise’’ and ‘‘10 ls-1 with shot noise,’’

coincide. This illustrates the influence of ignoring the shot

noise in the analysis: If the researcher assumes that there is

no shot noise, fitting of the curve in the middle would result

in kOC = 4 ls-1. If shot noise were included in the anal-

ysis, fitting would deliver the value of 10 ls-1. Further-

more, Fig. 3 demonstrates the requirement of excellent

baseline recordings because an error in the determination

of the baseline noise would override the small differences

between the histograms at very high gating frequencies.

In order to show the results of many simulations in a

more compact way, the amplitude histograms are presented

by the values of w in Fig. 4. w is the FWHM determined

along the horizontal line in Fig. 3.

First, the simulations without shot noise (open symbols

in Fig. 4, dashed curve) yield a good illustration of a pre-

vious investigation showing what gating frequencies can be

revealed by analysis of beta distributions in the absence of

shot noise (Schroeder and Hansen 2006). As long as the

width w decreases with the rate constant given at the

abscissa, this rate constant (and the related kCO) can be

revealed from a fit of the amplitude histogram (Schroeder

and Hansen 2006). The decay of the width of the amplitude

histograms is limited by the noise of the recording appa-

ratus (horizontal lines), demonstrating that the signal-to-

noise ratio is the crucial determinant of temporal resolu-

tion. The more steeply the curve decays, the better is the

accuracy of the determination of the rate constants. The

curves illustrate the intriguing feature that under good

conditions (Fig. 4b) rate constants of up to 10 ls-1 can be

determined in signals filtered by a 50-kHz four-pole Bessel

filter. If fantastic amplifiers were available with noise of

0.1 pA, then rate constants of 100 ls-1 could be reached at

Fig. 3 Amplitude histograms simulated for two different values of

kOC with and without shot noise for i0 = 16 pA and rB = 1 pA. Filter

cut-off frequency was 50 kHz. Horizontal bars illustrate the deter-

mination of w. Inset gives an enlarged presentation of the differences

and provides the assignment to the values of kOC (4 and 10 ls-1, as

indicated by the numbers) and to the presence (solid lines, index s)

and absence (dashed lines, without index) of shot noise
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high single-channel currents (Fig. 4a, the curve is still

decaying at 30 ls-1). In MaxiK, currents of 160 pA were

found at 250 mV in 3.4 M K? (Brelidze et al. 2003).

Second, the simulations with shot noise (closed squares,

solid black curve) show that the decay of w with kOC is less

steep than that without shot noise. The difference between

the curves with and without shot noise increases with kCO.

This becomes obvious from an inspection of the derivation

of Eq. 7 (expanded by the inclusion of w2
baseline):

owsum

owshot
¼ � wshotffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2
gating þ w2

baseline þ w2
shot

q ð8Þ

With w2
gating becoming smaller at increasing kOC, the

absolute value of qwsum/qwshot increases. Of course, qwsum/

qwshot applies only for incrementally small differences;

however, it indicates the tendency, and the correct values

are obtained by simulation.

In Fig. 4d, the increase of the difference between the

dashed and the solid lines is not observed. If wbaseline

becomes greater than wgating, then the denominator of Eq. 8

(and thus qwsum/qwshot) becomes more and more indepen-

dent of wgating. A similar effect is also found when Fig. 4e

is compared with 4f.

For the simulations with 4.8 pA (Fig. 4e, f), the point at

30 ls-1 with shot noise has been omitted because the

average number of ions passing per mean open event is 1

(Eq. 2 for T = 1/kOC). Replacing Eq. 3 by an algorithm

that can handle expected ion numbers below 1 is useless at

the present time as it is not known how the channel

dynamics handle noninteger numbers of ions, i.e., whether

Fig. 4 Width of the amplitude

histograms like those in Figs. 2

and 3 at half-maximum

frequency (FWHM = w)

obtained from time series

simulated from a C-O model

with fast gating (kOC = 1/sO is

given at the abscissa,

kCO = 5�kOC). The widths are

normalized to the nominal

current i0. Numbers above the

curves give i0/rB. Solid
horizontal lines in each graph

represent the baseline noise

(wGauss = 2.35r). Closed
symbols connected by solid

lines were generated with shot

noise; open symbols connected

by dashed lines were generated

without shot noise.

‘‘Experimental’’ conditions as in

Figs. 2 and 3. The influence of

shot noise on the estimation of

the rate constants is

demonstrated in d by drawing

horizontal lines. d Vertical solid
line at kOC = 10 ls-1 marks the

rate constant which is obtained

if shot noise is accounted for in

the analysis. kOC = 4 ls-1 is

obtained if shot noise is ignored

(dashed vertical line)
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and how the interplay between protein dynamics and ion

movement is synchronized to achieve transport of an

integer number of ions.

Discussion

There are two important messages in the graphs of Fig. 4.

First, they contain the convincing message that the analysis

of amplitude histograms, indeed, can reveal rate constants

which are by a factor of 200 above the corner frequency of

the filter. After gating has become so fast that the closed

and open levels are merged into one apparent open level

(Iapp) (Schroeder and Hansen 2006), the histograms

become narrower with increasing rate constants (Fig. 2a,

b). Rate constants can be determined from the histograms

until the curves in Fig. 4 merge with baseline noise at kOC

above 10 ls-1, depending on the signal-to-noise ratio.

Second, shot noise does not have a severe influence on the

evaluation.

Among the examples displayed above, only those with

noise of 1 pA come close to what can be found in real

experiments. Also, this value can be reached only under

optimal conditions like minimizing pipette capacitance by

internal coating of the pipettes with sigmacote and drawing

it close to the surface of the bathing medium (Farokhi et al.

2000), heating the coated pipettes overnight at 55�C (Huth

et al. 2008), covering the water surface with oil (Levis and

Rae 1992) or using quartz pipettes (Parzefall et al. 1998)

and employing the integrating mode of the amplifier. Even

under those optimal conditions, the influence of the shot

noise is very small.

The short horizontal line in Fig. 4d illustrates the error in

the determination of the rate constants that can result from

ignoring the shot noise. This horizontal line is an alternative

presentation of the situation shown in Fig. 3: The evaluation

of a measured amplitude histogram leads to w = 0.1625

(normalized to i0). This value of w is marked by the hori-

zontal line in Fig. 4d. It meets the curves with and without

shot noise at different values of kOC. The related vertical

lines show the rate constant that would be evaluated by a

fitting routine. If the fitting routine accounts for shot noise,

then it delivers a rate constant kOC = 10 ls-1. If the shot

noise were ignored in the analysis, a value of 4 ls-1 would

be obtained.

Whether or not the rate constant kCO = 5 kOC can be

obtained from the analysis depends on the skewness of the

amplitude histograms, which may be weak because in the

range above 1 ls-1 the shape becomes quite gaussian. In

order to answer this question, the fits have to be repeated

with different values of i0 (determining kCO via Eq. 6) and it

has to be investigated whether the error sum plotted versus

i0 exhibits a minimum (Schroeder and Hansen 2006).

The different values of kOC obtained with and without

shot noise may be regarded as a severe error. However,

under realistic experimental conditions, this effect may not

be the major problem of the exact evaluation of rate con-

stants. The scatter of the determination of the rate constants

in this range was found to be a factor of 1.5–3.5 (in extreme

cases, up to 6) (Schroeder and Hansen 2007), and this

random error may override the systematic error of

neglecting shot noise. Eliminating the random error by a

very high number of experiments may become extremely

time-consuming since only a minor part of the time series

provides the required stability of the seal (as indicated by

artifact-free baselines) and because the fit of a single his-

togram may take several hours. This random error does not

come as a surprise considering how flat the curves in Fig. 4

are in the range around 10 ls-1. The accuracy necessary to

realize an influence of the shot noise on the determination

of rate constants would require much higher experimental

efforts, which probably cannot be met. For instance, low-

ering the scatter of the determination of rate constants from

amplitude histograms would require very smooth histo-

grams, which have to be taken from records of the time

series much longer than the 10 s used by Schroeder and

Hansen (2007, 2008). This extension of the recording time

is limited by the requirement of stationary patches of

extreme lifetimes.

The incorporation of shot noise in the analysis will

become important if the quality of the patch-clamp

amplifiers improves. Then, not only the range of analyzable

rate constants will increase but also the effects of shot noise

observed at 0.3 or 0.1 pA (at 50 kHz bandwidth) may

become important. However, even amplifiers with a cooled

headstage like the Axopatch 200B can suppress noise only

to a rB of 145 fA at 10 kHz bandwidth (according to

http://www.moleculardevices.com). At a bandwidth of

50 kHz this may lead to rB of slightly below 1 pA, as used

in the simulations above. Thus, there has not been any

dramatic improvement during recent years. However, such

an improvement is very desirable if the analysis of fast

gating is to be employed for testing the predictions of MD

simulations.

Future low-noise amplifiers may allow for higher corner

frequencies. The simulations above were done for an anti-

aliasing filter of 50 kHz. Application of these results to

other corner frequencies has to be done along the following

rules: Let the ratio of the filter frequencies be c = 50 kHz/

x kHz, then the results of the 50-kHz simulations hold for

the x-kHz values for the following substitutions:

ix ¼ i50=c kij;x ¼ kij;50

�
c nx ¼ n50=c ð9a; b; cÞ

Another question deals with the assumption that the Pois-

son distribution applies to the passages of ions during an

open event leading to a Fano factor of F = 1 (Eq. 1). A
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decrease in the Fano factor could originate from a limita-

tion of the upper number of ions per event by the minimum

transfer time of an ion. However, at moderate single-

channel currents, such an effect is not expected to impose a

strict upper limit, as indicated by the finding in MaxiK that

single-channel current can be increased dramatically by

increasing potassium concentration (Schroeder and Hansen

2007), reaching 160 pA in 3.4 M K? solution (Brelidze

et al. 2003). More important is the decrease of the Fano

factor by intermediate steps in the transport cycle (Sig-

worth et al. 1987) or by single-file diffusion (Piccinini et al.

2007). On the other hand, the Fano factor may be greater

than 1 if the net current i0 is composed of unidirectional

currents i? and i- of much higher values, each of them

contributing to the Fano factor. MD simulations showed

that even at ?100 mV there is a strong backward flow

(Piccinini et al. 2007), which is not expected from classical

models (Hansen et al. 1981). This high backward flow

would cause a Fano factor of up to 3 at high membrane

potentials if independent movement of ions were assumed.

Employing a combination of MD simulations and Monte

Carlo simulations revealed that the effect of a high back-

ward current is overcompensated by the effect of single-file

diffusion and this decreases the Fano factor to F = 0.73

(Piccinini et al. 2007; Brunetti et al. 2007) at high mem-

brane potentials (where the analysis of flickering is inter-

esting) (Schroeder and Hansen 2007, 2008). The small

deviation from F = 1 (Eq. 1) found in the simulations of

Piccinini et al. (2007) and the remaining uncertainty related

to such MD simulations diminish the need to adjust the

above calculations for this smaller Fano factor yet.

Furthermore, the analysis here does not make assump-

tions about the detailed mechanism of ion transport through

the channel and its activation. In the analytical approaches

(e.g., Heinemann and Sigworth 1988), a reaction kinetic

model of ion transport and of inactivation similar to that of

Finkelstein and Andersen (1981) was used. We feel that, in

light of recent results from structural analysis (Doyle

2004), it is premature to model the journey of an ion

through inner pore, cavity and selectivity filter by a

hypothetical reaction kinetic scheme. Such a simple kinetic

lazy-state model (Hansen et al. 1983) may not apply

because in the model of Schroeder and Hansen (2007) fast

gating was determined by the time integral over the

occupation of a sensing site (probably site S2 in the

selectivity filter), indicating a parametric and not a simple

kinetic relationship between state occupation and protein

deformation.

Of course, a model avoiding assumptions on the cou-

pling of gating and transport is less closely related to the

biophysics of the channel, but it would apply to a wider

range of putative (presently mainly unknown) mechanisms.

Thus, in the studies here, gating is presented by a Markov

model and ion transition is assumed to be modulated by the

Poisson distribution without explicitly quantified mutual

interaction.
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